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transition from a smectic to an isotropic (symmetric) phase. As at
zero temperature, the smectic order is destroyed in a sequence of
two transitions: (1) a dislocation unbinding transition to an ‘‘Ising
nematic’’ phase18 which has short-range positional order but breaks
four-fold rotational symmetry, and (2) a transition to the isotropic
state. The superconducting Tc rises with �q̄ through the smectic and
nematic phases, reflecting the enhancement of the Josephson
coupling, J, by transverse stripe fluctuations; it decreases at larger
�q̄ following the isotropic to nematic phase boundary, as we expect
that the stripes lose their local integrity far into the isotropic phase.
A further detail is that both the crystalline and smectic regions are
actually a series of commensurate phases at T ¼ 0, and a compli-
cated pattern of commensurate and incommensurate phases for
T � 0. Whereas the commensurate smectic has true positional
long-range order, the incommensurate smectic will have only
power-law correlations, and there is no true broken translational
symmetry—only quasi-long-ranged positional order. If any of the
phase transitions were discontinuous (first-order), the character of
the phase diagram would change. An important and interesting
possibility is that C1 could be replaced by a line of first-order phase
transitions, extending to finite temperature in either the nematic or
isotropic regions of the phase diagram.

As mentioned above, crystals do not have the full rotational
symmetry of free space. A crystal field with two-fold symmetry
would change the nematic-to-isotropic phase transition into a
crossover, which nevertheless would be quite sharp if the field is
small. We note that our analysis could also be applied to systems
with low-energy spin degrees of freedom by considering the most
general model of the one-dimensional electron gas with or without
a charge gap10.

What are the experimental signatures of the electronic liquid-
crystal phases? The most direct would come from peaks in the static
and dynamic, spin and charge structure factors, measured by
neutron and X-ray scattering. Long-range order transverse to the
stripes is indicated by a Bragg peak for which the component, qx, of
the wavevector along the stripe direction is equal to zero. There are
additional peaks with qx � 0 corresponding to CDWordering along
the stripes—Bragg peaks in the case of the crystalline phase, and
power-law singularities for the smectic. In practice, the latter may be

of low intensity and difficult to observe. However, the electrical
conductivity allows an unambiguous distinction to be made
between the insulating crystalline phase and the metallic smectic
phase. In the nematic phase near to the smectic phase boundary,
sharp peaks corresponding to smectic order with a long but finite
correlation length should also be observable in the static structure
factor. In addition, the electronic properties should be strongly
anisotropic, as this phase breaks four-fold rotational symmetry,
even in a nominally tetragonal material. This analysis is complicated
by the effects of quenched disorder, which always leads to a round-
ing of the Bragg peaks in two dimensions, even in the crystalline
phase.

There is strong direct experimental evidence of electronic liquid-
crystal phases in the copper oxide superconductors. Neutron-
scattering experiments by Tranquada et al.11,12 have found static
peaks, corresponding in incommensurate spin and charge stripe
order, in La1.6!xNd0.4SrxCuO4. The stripes are along the CuO
direction and the material is simultaneously a bulk superconductor.
The peaks have a small but finite width which is consistent
with a nematic stripe phase in an orientating potential. However,
because of the presence of quenched disorder in these materials,
the peaks could possibly arise from a disrupted smectic phase.
In this material, the orientation of the oxygen octahedra produces
a two-fold symmetry-breaking potential that drives the material
either into or close to the smectic phase, and freezes the dynamics.
In La2!xSrxCuO4 there are similar incommensurate peaks in
the magnetic neutron-scattering factor at about the same position
in k-space, but they are inelastic13–16; that is, there are
dynamically fluctuating analogues of the stripe phases seen in
La1.6!xNd0.4SrxCuO4. Here the two-fold lattice potential is,
itself, dynamical. Neutron-scattering experiments on underdoped
YBa2Cu3O7!d also have found dynamical incommensurate peaks19,20,
corresponding to low-energy dynamical stripe fluctuations. �
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Figure 3 Schematic view of the local stripe order in the various phases discussed

in the text. Here, we have assumed that the stripes maintain their integrity

throughout, although in reality they must certainly become less and less well

defined as the system becomes increasingly quantum, until eventually they are

not the correct variables for describing the important correlations in the system.

Heavy lines represent liquid-like stripes, along which the electrons can flow,

whereas the filled circles represent pinned, density-wave order along the stripes.

The stripes are shown executing more or less harmonic oscillations in the

smectic phase. Two dislocations, which play an essential role in the smectic-to-

nematic phase transition, are shown in the view of the nematic phase.
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transition from a smectic to an isotropic (symmetric) phase. As at
zero temperature, the smectic order is destroyed in a sequence of
two transitions: (1) a dislocation unbinding transition to an ‘‘Ising
nematic’’ phase18 which has short-range positional order but breaks
four-fold rotational symmetry, and (2) a transition to the isotropic
state. The superconducting Tc rises with �q̄ through the smectic and
nematic phases, reflecting the enhancement of the Josephson
coupling, J, by transverse stripe fluctuations; it decreases at larger
�q̄ following the isotropic to nematic phase boundary, as we expect
that the stripes lose their local integrity far into the isotropic phase.
A further detail is that both the crystalline and smectic regions are
actually a series of commensurate phases at T ¼ 0, and a compli-
cated pattern of commensurate and incommensurate phases for
T � 0. Whereas the commensurate smectic has true positional
long-range order, the incommensurate smectic will have only
power-law correlations, and there is no true broken translational
symmetry—only quasi-long-ranged positional order. If any of the
phase transitions were discontinuous (first-order), the character of
the phase diagram would change. An important and interesting
possibility is that C1 could be replaced by a line of first-order phase
transitions, extending to finite temperature in either the nematic or
isotropic regions of the phase diagram.

As mentioned above, crystals do not have the full rotational
symmetry of free space. A crystal field with two-fold symmetry
would change the nematic-to-isotropic phase transition into a
crossover, which nevertheless would be quite sharp if the field is
small. We note that our analysis could also be applied to systems
with low-energy spin degrees of freedom by considering the most
general model of the one-dimensional electron gas with or without
a charge gap10.

What are the experimental signatures of the electronic liquid-
crystal phases? The most direct would come from peaks in the static
and dynamic, spin and charge structure factors, measured by
neutron and X-ray scattering. Long-range order transverse to the
stripes is indicated by a Bragg peak for which the component, qx, of
the wavevector along the stripe direction is equal to zero. There are
additional peaks with qx � 0 corresponding to CDWordering along
the stripes—Bragg peaks in the case of the crystalline phase, and
power-law singularities for the smectic. In practice, the latter may be

of low intensity and difficult to observe. However, the electrical
conductivity allows an unambiguous distinction to be made
between the insulating crystalline phase and the metallic smectic
phase. In the nematic phase near to the smectic phase boundary,
sharp peaks corresponding to smectic order with a long but finite
correlation length should also be observable in the static structure
factor. In addition, the electronic properties should be strongly
anisotropic, as this phase breaks four-fold rotational symmetry,
even in a nominally tetragonal material. This analysis is complicated
by the effects of quenched disorder, which always leads to a round-
ing of the Bragg peaks in two dimensions, even in the crystalline
phase.

There is strong direct experimental evidence of electronic liquid-
crystal phases in the copper oxide superconductors. Neutron-
scattering experiments by Tranquada et al.11,12 have found static
peaks, corresponding in incommensurate spin and charge stripe
order, in La1.6!xNd0.4SrxCuO4. The stripes are along the CuO
direction and the material is simultaneously a bulk superconductor.
The peaks have a small but finite width which is consistent
with a nematic stripe phase in an orientating potential. However,
because of the presence of quenched disorder in these materials,
the peaks could possibly arise from a disrupted smectic phase.
In this material, the orientation of the oxygen octahedra produces
a two-fold symmetry-breaking potential that drives the material
either into or close to the smectic phase, and freezes the dynamics.
In La2!xSrxCuO4 there are similar incommensurate peaks in
the magnetic neutron-scattering factor at about the same position
in k-space, but they are inelastic13–16; that is, there are
dynamically fluctuating analogues of the stripe phases seen in
La1.6!xNd0.4SrxCuO4. Here the two-fold lattice potential is,
itself, dynamical. Neutron-scattering experiments on underdoped
YBa2Cu3O7!d also have found dynamical incommensurate peaks19,20,
corresponding to low-energy dynamical stripe fluctuations. �
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transition from a smectic to an isotropic (symmetric) phase. As at
zero temperature, the smectic order is destroyed in a sequence of
two transitions: (1) a dislocation unbinding transition to an ‘‘Ising
nematic’’ phase18 which has short-range positional order but breaks
four-fold rotational symmetry, and (2) a transition to the isotropic
state. The superconducting Tc rises with �q̄ through the smectic and
nematic phases, reflecting the enhancement of the Josephson
coupling, J, by transverse stripe fluctuations; it decreases at larger
�q̄ following the isotropic to nematic phase boundary, as we expect
that the stripes lose their local integrity far into the isotropic phase.
A further detail is that both the crystalline and smectic regions are
actually a series of commensurate phases at T ¼ 0, and a compli-
cated pattern of commensurate and incommensurate phases for
T � 0. Whereas the commensurate smectic has true positional
long-range order, the incommensurate smectic will have only
power-law correlations, and there is no true broken translational
symmetry—only quasi-long-ranged positional order. If any of the
phase transitions were discontinuous (first-order), the character of
the phase diagram would change. An important and interesting
possibility is that C1 could be replaced by a line of first-order phase
transitions, extending to finite temperature in either the nematic or
isotropic regions of the phase diagram.

As mentioned above, crystals do not have the full rotational
symmetry of free space. A crystal field with two-fold symmetry
would change the nematic-to-isotropic phase transition into a
crossover, which nevertheless would be quite sharp if the field is
small. We note that our analysis could also be applied to systems
with low-energy spin degrees of freedom by considering the most
general model of the one-dimensional electron gas with or without
a charge gap10.

What are the experimental signatures of the electronic liquid-
crystal phases? The most direct would come from peaks in the static
and dynamic, spin and charge structure factors, measured by
neutron and X-ray scattering. Long-range order transverse to the
stripes is indicated by a Bragg peak for which the component, qx, of
the wavevector along the stripe direction is equal to zero. There are
additional peaks with qx � 0 corresponding to CDWordering along
the stripes—Bragg peaks in the case of the crystalline phase, and
power-law singularities for the smectic. In practice, the latter may be

of low intensity and difficult to observe. However, the electrical
conductivity allows an unambiguous distinction to be made
between the insulating crystalline phase and the metallic smectic
phase. In the nematic phase near to the smectic phase boundary,
sharp peaks corresponding to smectic order with a long but finite
correlation length should also be observable in the static structure
factor. In addition, the electronic properties should be strongly
anisotropic, as this phase breaks four-fold rotational symmetry,
even in a nominally tetragonal material. This analysis is complicated
by the effects of quenched disorder, which always leads to a round-
ing of the Bragg peaks in two dimensions, even in the crystalline
phase.

There is strong direct experimental evidence of electronic liquid-
crystal phases in the copper oxide superconductors. Neutron-
scattering experiments by Tranquada et al.11,12 have found static
peaks, corresponding in incommensurate spin and charge stripe
order, in La1.6!xNd0.4SrxCuO4. The stripes are along the CuO
direction and the material is simultaneously a bulk superconductor.
The peaks have a small but finite width which is consistent
with a nematic stripe phase in an orientating potential. However,
because of the presence of quenched disorder in these materials,
the peaks could possibly arise from a disrupted smectic phase.
In this material, the orientation of the oxygen octahedra produces
a two-fold symmetry-breaking potential that drives the material
either into or close to the smectic phase, and freezes the dynamics.
In La2!xSrxCuO4 there are similar incommensurate peaks in
the magnetic neutron-scattering factor at about the same position
in k-space, but they are inelastic13–16; that is, there are
dynamically fluctuating analogues of the stripe phases seen in
La1.6!xNd0.4SrxCuO4. Here the two-fold lattice potential is,
itself, dynamical. Neutron-scattering experiments on underdoped
YBa2Cu3O7!d also have found dynamical incommensurate peaks19,20,
corresponding to low-energy dynamical stripe fluctuations. �
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transition from a smectic to an isotropic (symmetric) phase. As at
zero temperature, the smectic order is destroyed in a sequence of
two transitions: (1) a dislocation unbinding transition to an ‘‘Ising
nematic’’ phase18 which has short-range positional order but breaks
four-fold rotational symmetry, and (2) a transition to the isotropic
state. The superconducting Tc rises with �q̄ through the smectic and
nematic phases, reflecting the enhancement of the Josephson
coupling, J, by transverse stripe fluctuations; it decreases at larger
�q̄ following the isotropic to nematic phase boundary, as we expect
that the stripes lose their local integrity far into the isotropic phase.
A further detail is that both the crystalline and smectic regions are
actually a series of commensurate phases at T ¼ 0, and a compli-
cated pattern of commensurate and incommensurate phases for
T � 0. Whereas the commensurate smectic has true positional
long-range order, the incommensurate smectic will have only
power-law correlations, and there is no true broken translational
symmetry—only quasi-long-ranged positional order. If any of the
phase transitions were discontinuous (first-order), the character of
the phase diagram would change. An important and interesting
possibility is that C1 could be replaced by a line of first-order phase
transitions, extending to finite temperature in either the nematic or
isotropic regions of the phase diagram.

As mentioned above, crystals do not have the full rotational
symmetry of free space. A crystal field with two-fold symmetry
would change the nematic-to-isotropic phase transition into a
crossover, which nevertheless would be quite sharp if the field is
small. We note that our analysis could also be applied to systems
with low-energy spin degrees of freedom by considering the most
general model of the one-dimensional electron gas with or without
a charge gap10.

What are the experimental signatures of the electronic liquid-
crystal phases? The most direct would come from peaks in the static
and dynamic, spin and charge structure factors, measured by
neutron and X-ray scattering. Long-range order transverse to the
stripes is indicated by a Bragg peak for which the component, qx, of
the wavevector along the stripe direction is equal to zero. There are
additional peaks with qx � 0 corresponding to CDWordering along
the stripes—Bragg peaks in the case of the crystalline phase, and
power-law singularities for the smectic. In practice, the latter may be

of low intensity and difficult to observe. However, the electrical
conductivity allows an unambiguous distinction to be made
between the insulating crystalline phase and the metallic smectic
phase. In the nematic phase near to the smectic phase boundary,
sharp peaks corresponding to smectic order with a long but finite
correlation length should also be observable in the static structure
factor. In addition, the electronic properties should be strongly
anisotropic, as this phase breaks four-fold rotational symmetry,
even in a nominally tetragonal material. This analysis is complicated
by the effects of quenched disorder, which always leads to a round-
ing of the Bragg peaks in two dimensions, even in the crystalline
phase.

There is strong direct experimental evidence of electronic liquid-
crystal phases in the copper oxide superconductors. Neutron-
scattering experiments by Tranquada et al.11,12 have found static
peaks, corresponding in incommensurate spin and charge stripe
order, in La1.6!xNd0.4SrxCuO4. The stripes are along the CuO
direction and the material is simultaneously a bulk superconductor.
The peaks have a small but finite width which is consistent
with a nematic stripe phase in an orientating potential. However,
because of the presence of quenched disorder in these materials,
the peaks could possibly arise from a disrupted smectic phase.
In this material, the orientation of the oxygen octahedra produces
a two-fold symmetry-breaking potential that drives the material
either into or close to the smectic phase, and freezes the dynamics.
In La2!xSrxCuO4 there are similar incommensurate peaks in
the magnetic neutron-scattering factor at about the same position
in k-space, but they are inelastic13–16; that is, there are
dynamically fluctuating analogues of the stripe phases seen in
La1.6!xNd0.4SrxCuO4. Here the two-fold lattice potential is,
itself, dynamical. Neutron-scattering experiments on underdoped
YBa2Cu3O7!d also have found dynamical incommensurate peaks19,20,
corresponding to low-energy dynamical stripe fluctuations. �
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not the correct variables for describing the important correlations in the system.
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smectic phase. Two dislocations, which play an essential role in the smectic-to-
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In the present problem, Lorentz invariance is explicitly
absent due both to the velocity anisotropy, parametrized
by an anisotropy ratio α ≡ (vF −v∆)/vF , and the form of
the coupling between the nematic order parameter φ and
the Dirac fermions. The lack of this invariance changes
the physics in dramatic ways. As noted above, Vojta,
Zhang and Sachdev studied the quantum critical behav-
ior of a similar system by means of a perturbative renor-
malization group (RG) analysis at fixed N near the crit-
ical (renormalizable) dimension D = 3 + 1 using an ε
expansion.9,10 Due to the combined effects of the veloc-
ity anisotropy and the anisotropic coupling, they found
that the perturbative RG has runaway flows, signaling
the breakdown of perturbation theory. Following a stan-
dard analysis (see for instance Refs. [21,23]) these au-
thors interpreted this runaway flow as an indication of a
fluctuation induced first order transition. Instead, in the
large-N theory that we present here, we find that, at fixed
dimension D = 2 + 1 but for very large N , the quantum
phase transition is continuous and has a finite renormal-
ized velocity anisotropy which plays a key role.28 This
behavior also contrasts with that of more nearly Lorenz
invariant models, such as the QED3 type models studied
in Refs. [25–27], where a small velocity anisotropy was
found to be either irrelevant or a redundant.

We will now proceed with the analysis of this theory in
the large-N limit. The leading quantum fluctuations at
large N are obtained by expanding the effective action to
quadratic order about the saddle point (see for instance,
Ref. [31]). This standard procedure, when applied to
the present problem which breaks Lorentz invariance, in-
troduces two separate energy scales associated with any
given momentum $p
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where E1(px, py) = E2(py, px). In terms of E1($p) and
E2($p), the Gaussian action S(2)[ϕ] for the fluctuations of
the nematic mode ϕ(x) defined by ϕ(x) ≡ m

λc
[φ(x)−〈φ〉]

takes the following form on the disordered side (λ < λc)
of the critical point:
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where κ ≡ λc/m2 and γ ≡ λ2
c/32vF v∆. The quartic and

higher order terms in fluctuations have coefficients which
are21,22 down by powers in 1/N . Here we will only treat
the physics to leading order in this expansion32.

We can analyze the effective action in Eq. (3.7) from
the viewpoint of scaling theory. Clearly, at criticality
(λ = λc), the bare dynamical terms in Eq.(2.4) are irrel-
evant, as they have larger dimension than the non-local

term generated by integrating out the nodal fermions.
The scaling dimension of the nematic field ϕ, as tradi-
tionally defined, is dim[ϕ] = (d + z − 2 + η)/2, with
the space dimension d, the dynamic critical exponent z,
and the anomalous dimension η. In the present case,
dim[ϕ] = 1 and z = 1 is inherited from the Dirac-like
spectrum of the fermions. This can then be interpreted
as a (large!) anomalous dimension η = 134. As a result
of this scaling, all local interaction terms of higher order
in ϕ are (sometimes dangerously) irrelevant operators.
(This is in contrast to a local ϕ4 theory in which the uϕ4

term is relevant for d < 3 at the Gaussian fixed point, so
long as z < 2, making the fixed point unstable.) Non-
local interactions are also generated by integrating out
the fermions, which, presumably, lead to O(1/N) correc-
tions to the various critical exponents. Away from criti-
cality, the correlation length scales as ξ ∼ |λc−λ|−ν with
ν = 1. To the extent that scaling holds, Tc ∼ (λ − λc)
for λ > λc (νz = 1). The resulting phase diagram, with
a v-shaped quantum critical fan is sketched in Fig. 1.

ω/Λ

B(!p, ω)

(a)

B(!p, ω)

ω/Λ

(b)

FIG. 2: The nematic mode spectral function B̃(ω, "p) plot-
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case vF /v∆ =19.5.

We compute the spectral response of the nematic
mode by an analytic continuation of the effective action
Eq. (3.7) to real time. The irrelevant terms in the effec-
tive action can be set to zero for energies small compared
to γ/κ. In Fig. 2 we show the spectral function of the
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absent due both to the velocity anisotropy, parametrized
by an anisotropy ratio α ≡ (vF −v∆)/vF , and the form of
the coupling between the nematic order parameter φ and
the Dirac fermions. The lack of this invariance changes
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Zhang and Sachdev studied the quantum critical behav-
ior of a similar system by means of a perturbative renor-
malization group (RG) analysis at fixed N near the crit-
ical (renormalizable) dimension D = 3 + 1 using an ε
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ity anisotropy and the anisotropic coupling, they found
that the perturbative RG has runaway flows, signaling
the breakdown of perturbation theory. Following a stan-
dard analysis (see for instance Refs. [21,23]) these au-
thors interpreted this runaway flow as an indication of a
fluctuation induced first order transition. Instead, in the
large-N theory that we present here, we find that, at fixed
dimension D = 2 + 1 but for very large N , the quantum
phase transition is continuous and has a finite renormal-
ized velocity anisotropy which plays a key role.28 This
behavior also contrasts with that of more nearly Lorenz
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are21,22 down by powers in 1/N . Here we will only treat
the physics to leading order in this expansion32.
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term is relevant for d < 3 at the Gaussian fixed point, so
long as z < 2, making the fixed point unstable.) Non-
local interactions are also generated by integrating out
the fermions, which, presumably, lead to O(1/N) correc-
tions to the various critical exponents. Away from criti-
cality, the correlation length scales as ξ ∼ |λc−λ|−ν with
ν = 1. To the extent that scaling holds, Tc ∼ (λ − λc)
for λ > λc (νz = 1). The resulting phase diagram, with
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We compute the spectral response of the nematic
mode by an analytic continuation of the effective action
Eq. (3.7) to real time. The irrelevant terms in the effec-
tive action can be set to zero for energies small compared
to γ/κ. In Fig. 2 we show the spectral function of the
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FIG. 1: The comparison of the spectral distribution of free quasiparticles and nematic quantum critical quasiparticles. (a)
position of the nodes in a pure d-wave superconductor and the connecting �q-vectors of the “banana” tips. The sign change of
the d-wave gap ∆�k is marked in �k space by two different shades. �qi connecting tips with the opposite sign of ∆�k are shown in
red while those connecting tips with the same sign of ∆�k are shown in blue. (b) Blowup of the momentum distribution of the
spectral function near one node for free Bogoliubov qp’s with a linearized dispersion. (c) Blowup for interacting Bogoliubov
qp’s at the nematic QCP taken from Ref.9. Note that the equal energy contours here take the form of elongated ellipses rather
than bananas due to the use of a linearized dispersion near the nodal points.

two qp states with wave vector �k and �k + �q scattering

off the impurity. Hence Nimp(�q, ω) will show high in-

tensity at a special vector �q, if it connects two coherent

(long lived) qp states with the same energy ω construc-

tively. McElroy et al. [5] and Wang and Lee [12] success-

fully reversed this logic by observing that the �k points

at the tip of the “banana” contour (where ImĜ is large)

can in fact overdetermine all the connecting �q values at

which Nimp(�q, ω) is observed to peak. While this ob-

servation provided foundational insight that turned QPI

into a powerful tool for exploring momentum space and

real space information simultaneously[6, 16], a mecha-

nism that makes the tips especially coherent has been a

theoretical mystery.

The nature of the single qp states that propagate to-

wards (and away from) scattering center impurities, is

encoded in the single particle Nambu matrix propagator

Ĝ entering Eq.(1). If, in between scattering events, the

qp’s experience inelastic collisions with critical nematic

collective modes, such inelastic collision introduces self

energy in the following standard form (see e.g., Ref. [17])

Ĝ−1
= Ĝ−1

0 − Σ̂. (2)

Here Ĝ0 is the free Bogoliubov qp propagator of a BCS

superconductor in the Nambu notation. For the nematic

critical fluctuations induced self-energy Σ̂, we use the re-

sults by Kim et al. [9].

In the context of the cuprates, Ĝ0(
�k, ω) takes the form

Ĝ−1
0 = (ω + iδ)I− ε�kσ3 −∆�kσ1 (3)

where ε�k is the dispersion of normal state qp’s and

∆�k = ∆0(cos kxa− cos kya) is the d-wave pairing ampli-

tude. In the low energy long wavelength limit, we can ap-

proximate this Ĝ0 by linearizing around the four gapless

nodal points �k ≈ �K where the qp energy ξ�k =

�
ε2
�k

+ ∆2
�k

vanishes:

G−1
0

����
near node �K

= (ω+iδ)I−vF

�
kx−Kx

�
σ̂3−v∆

�
ky−Ky

�
σ̂1.

(4)

Linearzing ε�k and ∆�k given in Ref.[18] based on pho-

toemission data, we use vF = 0.508 and v∆ = 0.025 in

units of eV (a/π). (Note that the resulting anisotropy

ratio vF /v∆ = 20.3 is large and consistent with the

value of 19 inferred from the thermal conductivity

measurements[10].)

In order to clearly demonstrate the effect of nematic

critical fluctuations in the QPI intensity, we first present

QPI intensity for free linearized Bogoliubov qp’s de-

scribed by Eq.(4). In Fig.2(a), we plot the QPI inten-

sity Nimp(�q, ω = 9meV ) for the free qp’s with Ĝ = Ĝ0

induced by charge impurities T̂ = Vcσ̂3. To highlight

features in the intensity distribution, we use a gray scale

in which white represents zero intensity and black rep-

resents intensities greater than a fixed threshold that is

the same for all plots. Most noticeable features in our

plot Fig.2 (a) are the extended and broad line shaped

segments and less extended but faint patterns. The vec-

tors �qiconnecting the tips of bananas (recall Fig. 1(a))

overlaid on the intensity plot in Fig.2(b) and (c) clearly

land near the broad features of Fig. 2 (a). However,

�q3, �q4, and �q7, land on the broad line shaped segments

and the rest of �qi vectors point to very faint features.

This is inconsistent with the experiments showing well

defined peaks at all �qi vectors albeit with varying inten-

Momentum space: ARPES

A(�q,ω) = −2Im

�
(ω − Σ(0)) + (vF qx − Σ(1))

(ω − Σ(0))2 − [(vF qx − Σ(1))2 + (v∆qy + Σ(2))2]

�
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Experimental test
•qp interference: well defined octet points
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Free qp Nodal nematic qp

QPI intensity map (charge impurity)
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T. Hanaguri group’s 
field dependence study

Courtesy of  T. Hanaguri (RIKEN)
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Magnetic impurityCharge impurity

Nematic critical QPI linecuts 

Sign reversing Sign preserving
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Summary and Outlook

•Growing number of cases for electronic liquid 
crystalline states in strongly correlated systems.

•Coexistence of ELC with SC can allow insight into 
ELC physics.

•Nodal nematic quantum criticality: 
-A new QCP
-Nematic fluctuation effect enhances QPI
-QPI field dependence agrees with experiment



Glassiness revealed at high energy

Kohsaka et al, Science, 2007


